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Procedural audio may be defined as real-time sound generation according to programmatic
rules and live input. It is often considered a subset of sound synthesis and is especially applicable
to nonlinear media, such as video games, virtual reality experiences and interactive audiovisual
installations. However, there is resistance to widespread adoption of procedural audio because
there is little awareness of the state of the art, including the diversity of sounds that may be
generated, the controllability of procedural audio models, and the quality of the sounds that it
produces. The authors address all of these aspects in this review paper, while attempting a large-
scale categorization of sounds that have been approached through procedural audio techniques.
The role of recent advancements in neural audio synthesis, its current implementations, and
potential future applications in the field are also discussed. Review materials are available∗.

0 INTRODUCTION

Procedural audio refers to the use of algorithms to dy-
namically generate audio content in real time, while adapt-
ing to changing inputs. It has become an increasingly im-
portant aspect of creative sound design, because it enables
the creation of immersive and dynamic soundscapes. In re-
cent years, the field of procedural audio has seen significant
advancements, with the development of new technologies
and techniques aimed at enhancing the audio experience in
simulated environments.

The use of procedural audio can be traced back to the
early days of video games, in which simple sound effects
were generated using basic algorithms. However, the lim-
itations of hardware at the time prevented the widespread
adoption of procedural audio. With the advent of more
powerful computing systems and the development of new
software tools, procedural audio has regained attention as a
creative component of game audio design [1].

Procedural audio has also found applications in other
areas such as virtual and augmented reality [2–4], audiovi-
sual art installations [5], the automotive industry [6], and
even physical therapy [7]. This highlights the versatility of
procedural audio, as well as its potential importance for a
range of industries and applications.

One of the main advantages of procedural audio in in-
teractive sound design is the ability to adapt in real time to
changing inputs, thus creating a unique and dynamic au-

*https://dmenex.github.io/proceduralaudioreview/

dio experience for each user. Detailed and seamless sonic
interactions afforded by procedural audio can contribute
toward a heightened sense of immersion within a virtual
environment, resulting in a potentially more engaging and
memorable experience. Additionally, procedural audio can
help toward reducing the file size of audio assets, because
the audio content is generated on-the-fly, rather than be-
ing pre-recorded and stored in the game or virtual reality
engine.

This paper attempts to give an overview of the state of the
art in procedural audio, including the diversity of sounds
that may be generated, the controllability of procedural
audio models and the quality of the sounds that it pro-
duces. The authors also provide a large scale categorization
of sounds that have been approached through procedural
audio techniques and the specific methods used for gener-
ating each sound. Potential future applications in the field
are also discussed, with an emphasis on the role of recent
advancements in neural audio synthesis.

SEC. 1 discusses the background to the field, includ-
ing previous reviews of procedural audio and related
fields. SEC. 2 explains the methodology for finding and
presenting the state of the art in procedural audio. The
authors’ approach aimed for a systematic review of the
relevant literature. SEC. 3 attempts a concise taxonomy
of sounds produced with procedural techniques, and SEC.
4 attempts to classify the synthesis techniques used to
produce those sounds. In SEC. 5, Table 1 documents
in detail the connection between the sound classes and
synthesis techniques employed to create them, and patterns

826 J. Audio Eng. Soc., Vol. 71, No. 12, 2023 December

https://dmenex.github.io/proceduralaudioreview/


REVIEW PAPERS PROCEDURAL AUDIO

emerging from this relation are pointed out. SEC. 6
describes the design processes that informed the synthesis
techniques and parameters used for generating each
procedural audio model. The evaluation of procedural
audio techniques is discussed in SEC. 7. Emerging and
promising procedural audio research, especially related to
machine learning, is discussed in SEC. 8. Finally, overall
findings are discussed and conclusions are drawn in SEC. 9.

1 BACKGROUND

There have been a few past attempts to review the state
of the art in related areas of sound synthesis, thus providing
valuable insights into the context within which procedural
audio sits and highlighting its potential for future develop-
ment. Researchers with extensive original contributions to
the field of procedural audio include Perry Cook, Andy Far-
nell, and Davide Rocchesso. Cook is one of the originators
of the field and focused primarily on physics-based sound
modeling techniques. His book [8] includes many synthe-
sis technique explanations and provides detailed examples
of sounds produced by rigid bodies, like strings, bars, and
tubes. Rocchesso et al. [9] provide a detailed exploration of
the physical principles of sound synthesis and a thorough
examination of the various methods for generating and con-
trolling the sound of objects. They also explore the artistic
and practical applications of this approach. Farnell coined
the term procedural audio, and his book Designing Sound
[10] provides many practical examples covering procedural
audio for common sound families approached with various
sound synthesis methods.

Strobl et al. [11] produced an early review of techniques
for modeling sound textures, in which sound textures may
be defined as those sounds whose statistical properties re-
main fairly constant over a sustained period of time, such as
crackling fire, running water, and applause. This work also
included a breakdown of synthesis methods and provided
some practical examples. Another review of sound texture
synthesis techniques was given in [12], with an emphasis on
granular approaches such as concatenative synthesis. No-
tably, this review paper highlighted a lack of evaluation in
the field. A more recent review was provided in [13], using
the alternative term audio textures, giving a history of the
field, and discussing analysis methods and applications, in
addition to synthesis.

A general review of sound synthesis and analysis tech-
niques was provided in [14]. This review covered speech
and music synthesis, as well as sample-based approaches,
and hence had a very wide remit and was intended as an
introduction to the field. A more recent overview is given in
[15], in which the authors reviewed techniques to synthesize
sound effects, as used in creative media. Both reviews were
aimed at sound designers and sound design researchers, and
emphasized definitions, classifications, techniques, and ex-
amples.

Several papers have reviewed techniques for generating
different aeroacoustic sounds. In [16], Rizzi and Sahai doc-
umented the state of the art in auralization, the process

analogous to visualization in describing rendering audible
(imaginary) sound fields [17], of air vehicle noise. They
classified the existing approaches into two main categories:
time domain approaches that perform sound synthesis fol-
lowed by propagation, and frequency domain approaches
that perform propagation followed by sound synthesis. In
a minor review, Selfridge produced and summarized var-
ious procedural audio models for producing aeroacoustic
sounds, such as aeolian harp, propeller, and cavity tones,
using physically derived equations [18]. Böttcher et al. pro-
duced, tested, and reviewed a niche of techniques for cre-
ating aerodynamic sounds using the visual programming
language Max/MSP and a Wii controller, providing results
from a subjective evaluation [19].

In addition to sound textures and aeroacoustics, the gen-
eration of soft body sounds (such as crumpling, rubbing
of cloth, paper, jelly, or rope) is of particular interest and
contains notable challenges due to the complex, non-tonal
nature of such sounds. In a focused, yet detailed review, Su
et al. examined procedural audio techniques used specifi-
cally for generating soft body sounds [20].

Hawley et al. [21] recently reviewed, compared, and con-
trasted physical modeling and machine learning approaches
to musical instrument synthesis. Natsiou et al. [22] focused
just on reviewing deep learning approaches, but in the wider
context of synthesizing any sound. However, neither paper
focuses on methods that adapt to relevant changing inputs,
and hence, the approaches they review generally fall outside
the context of this paper.

2 RESEARCH METHODOLOGY

2.1 Definition and Scope
The most widely used definition of procedural audio first

appeared in [23] and is given as “nonlinear, often synthetic
sound, created in real time according to a set of program-
matic rules and live input.” The same definition is used
herein, but with some additional focus that clarifies or lim-
its the scope.

First, music and speech synthesis approaches are ex-
cluded from the review. This is mostly because of the fact
that these two areas are already very large and mature. Also,
prior research has identified the need for procedural audio
models of non-speech, non-music sounds [10, 15, 24].

The authors are also interested in the pure form of pro-
cedural audio, in which audio content is generated “from
scratch” and does not employ any stored audio recordings.
As such, granular synthesis [25], concatenative synthesis
[26], and related approaches are excluded, because they re-
quire audio samples as inputs, which are then extensively
modified to generate new sounds.

The authors note that restricting the review only to
techniques with no stored audio is arguable. Fine-grained,
sample-based approaches such as granular synthesis allow
for control in a statistical fashion, and concatenative synthe-
sis has been shown to be highly effective in sound texture
synthesis [12]. However, some authors are very clear on this
restriction, noting that “any recording-based method, such
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as granular synthesis, is not considered as procedural au-
dio” [27]. This restriction also provides a clear dividing line
between procedural and sample-based techniques, which is
an often-used classification, e.g., [3, 28, 29].

A useful distinction, which both maintains the purest
definition of procedural audio and allows for the role of
granular, sample-based approaches is given in [30], which
stated, “Procedural audio is sound entirely generated using
algorithms and synthesis techniques, as opposed to proce-
dural sound design, which uses pre-recorded samples.”

Another important consideration is the ability to control
meaningful sound parameters in real time. This is a key
characteristic of procedural audio, and hence, the authors
attempted to only include models that strongly demonstrate
this feature. A sound model that simply generates footstep-
like sounds without adaptive control, for instance, would
not be considered procedural. Nor would it be procedural if
one can just adjust abstract parameters of a model, such as
coefficients in a Fourier series. Instead, one needs to be able
to adjust meaningful parameters such as walking speed,
type of shoe, and type of surface while the footsteps are
being generated. Thus, current neural synthesis techniques
are also not considered procedural because they generally
are not adaptive and do not provide meaningful real-time
controls. However, they show a lot of promise, and it is
likely that procedural neural approaches will emerge in the
near future. Thus, they are discussed in SEC. 8.

Sound models that have relevant controllable parameters,
but either are non-causal and hence cannot be implemented
in real time or are too computationally heavy to run in real
time, are excluded.

2.2 Identification and Selection of the State of
the Art

The term “Procedural Audio” captures the type of imple-
mentation the present authors are going for, but many au-
thors do not use the term. Definitions as broad as “synthesis
technique” have been used in the literature, but these would
make any search methodology unwieldy and would return
an excessive number of results that are not applicable. It
was thus decided to use the search strings “Procedural Au-
dio” and the rarer term “Computer Generated Audio” and
expand from there. The authors’ actions were as follows:

1. Use the search strings in Scopus, Web of Science,
and Google Scholar in title, keywords, and abstract.
This generated lists of 312, 217, and 544 references,
respectively.

2. Collate the titles and eliminate duplicates through a
script, for a total of 712 references.

3. Do a first screening round on titles alone, discarding
all instances that are clearly unrelated, or distinctly
imply non–real-time or sample-based approaches. In
this stage, 167 references remained.

4. Find and collect all remaining articles.
5. Do a second screening round on abstracts, again dis-

carding on the basis of the aforementioned criteria.
In this stage, 92 articles were selected.

6. Check all articles for type of sounds modeled, syn-
thesis technique, design technique, and evaluation.
Discard those that appeared to fit the criteria through
previous screening methods but actually did not,
based on a complete read. Discard duplicates that
were not found by the script used in item 2 above
(three articles were discarded in this phase).

7. With the remaining articles, run a forward (cited
by) and backward (bibliography) search in Google
Scholar through a script. Collate the results and elim-
inate duplicates. Eliminate all results that had pre-
viously been screened. This brought a total of 102
titles.

8. Do one last round of title screening followed by
abstract screening followed by checking all articles.

9. During the course of writing, add other articles that
have become available or that the authors are made
aware of. For reproducibility sake, articles that were
included according to this principle are [31–33]. The
final number of included articles is 99.

Fig. 1. Flowchart highlighting the study selection process and the
number of articles selected at each step.

Fig. 1 provides a flowchart of the study selection process,
outlining the steps given above. Throughout all exclusion
phases, exclusion criteria were

• Articles that fall outside the scope of the proce-
dural audio definition above (non–real-time, non-
controllable, using samples, targeting speech or mu-
sic),

• Articles that mention a model but do not implement
or give an outline of its algorithm, and

• Articles that refer to a previously existing model.

A brief bibliographical analysis on the complete table
was performed in order to understand whether this is a
field that is widespread enough and growing in time, and to
provide an overview of where research is happening. There
are 174 authors represented in the works under analysis,
138 of which collaborated on a single article. Only one
author contributed to more than ten articles. In terms of
where the research is published, the Audio Engineering
Society (19 articles in either the journal, conventions, or
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Fig. 2. Number of articles published since 1993 including a practical algorithm in procedural audio, broken down into the main
taxonomies.

conferences) is the foremost reference, followed by DAFx
(ten articles), and ACM and IEEE (nine articles each). Five
texts come from books or book chapters. There are also 11
theses/dissertations represented, spread across Ph.D. (six),
M.Sc. (four), and B.A. (one). The remaining 36 articles
stem from conferences or journals that contributed a single
article to the collection.

The yearly spread shown in Fig. 2 shows a steady in-
crease, starting with sporadic articles in 1993, 1995, and
1997 and then moving upward from 1999 to 2017. There
is a peak of 12 published articles in 2017, then slightly
tapering off after that date. The authors speculate that this
decrease may be partly due to growing interest in neural au-
dio synthesis. These are generative approaches, but still not
generally controllable with relevant live input (and often
not real time), and thus not included in the current review.

3 SOUND TAXONOMY

Based on these procedural audio papers, a concise tax-
onomy of sounds produced with procedural techniques
was then attempted. This was a challenging task because
there are some overlaps with every different type of pos-
sible groupings. The authors attempted to achieve a rela-
tively even grouping by taking into consideration the sound
sources, the physical sounding mechanisms, and various
categorizations described in previous articles incorporat-
ing taxonomies. Both hierarchical and flat taxonomies in-
fluenced the present categorization. Past hierarchical tax-
onomies have been based on interacting materials [34],
states of matter and types of interaction with them [35],
as well as detailed sonic feature extraction [36]. Flat tax-
onomies as in [37] loosely follow Farnell’s Practicals sec-

tion in [10]. The present authors ended up with a flat tax-
onomy that includes the five large groups listed below.

• Aerodynamic Sounds: Sounds that are generated by
the movement of air. These sounds can include the
sounds of pneumatic musical instruments as well as
swinging and rotating objects.

• Biotic Sounds: Sounds produced by living organ-
isms, such as mammals, birds, and insects. Certain
human activities such as vocalizations, crowd ap-
plause, and footsteps are included in this group.

• Contact Sounds: Sounds that are generated by the
physical interaction of objects. These can include
the sounds of impacts, friction, breaking, and other
phenomena that result from interactions among ob-
jects.

• Machine Sounds: Sounds that are produced by me-
chanical devices and systems. These can include the
sounds of engines, motors, and other machinery that
are commonly found in industrial, automotive, and
other technical contexts.

• Nature Sounds: Sounds that result from natural ele-
ments and processes in the environment. These can
include the sounds of water, fire, electricity, and
other environmental phenomena.

Purely abstract and electronic sound categories were also
initially considered but were eventually discarded. This is
mainly because abstract sound models found in the review
were too few to consist a full category. However, for both
sounds with electronic and abstract elements, it was found
that there are some that can fall in previous categories as
variations of sound classes with a science fiction aesthetic.
Examples are the Lightsaber model found in [38] and the
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Fig. 3. An analysis of how the number of citations for each paper
is spread across the main taxonomy, highlighting what seems to
be considered more relevant. Closer to the left one can see the
distribution of taxonomic themes along articles that have been
cited fewer times. To the right, articles that have been cited over
100 times are mainly distributed between two taxons (Machine
and Contact Sounds).

Transporter model found in [10]. Fig. 3 shows an overview
of the prevalence of each sound type, when considering
how many citations articles working on that taxonomy had.

4 SYNTHESIS TECHNIQUES

Categorizing the various synthesis techniques that have
been used for the purposes of procedural audio accurately
is a difficult undertaking. This is partly because many re-
searchers in the field use different terminology to describe
the same or similar concepts. Techniques that function in
a similar way, such as additive and sinusoidal modeling
synthesis, were grouped together. However, the authors at-
tempted to not overgeneralize their grouping in order to al-
low the emergence of deeper insights when analyzing how
and when the different techniques were used. Techniques
that were very rarely used are grouped in the “Other” cate-
gory, in an effort to keep the categories balanced and easily
understood. The authors ended up with nine distinct syn-
thesis technique groups. Each one of these are outlined in
the following subsections.

4.1 Additive Synthesis
Traditionally, additive synthesis was a form of signal-

based modeling in which a series of sine waves with in-
dependent amplitudes, frequencies, and phases were added
together to produce complex waveforms [39]. Additive syn-
thesis has since become the process of modeling sounds as
a summation of synthesized audio signals, such as noise
signals, sinusoids, and chirp sounds.

The traditional additive synthesis technique was further
developed into sinusoidal modeling [40], which represents

a signal by a set of sinusoids with time varying parameters.
This is shown in Eq. (1):

s(t) =
R∑

r=1

ar (t) cos(θr (t)), (1)

where ar(t) and θr(t) are the instantaneous amplitude and
phase of the rth sinusoid, respectively, and R is the number
of sinusoids. To obtain a sinusoidal representation from an
audio sample, an analysis is performed in order to estimate
the instantaneous amplitudes and phases of the sinusoids.
This estimation is generally achieved by first computing
the short time Fourier transform of the sound, then de-
tecting the spectral peaks and measuring their magnitudes,
frequencies, and phases. Finally, these are organized as
time-varying sinusoidal tracks. The original sound can then
be reconstructed using additive synthesis.

This sort of approach is particularly well-suited to tonal
sounds [41], such as bells as in [42]. As for controls, dura-
tion can be easily modified by allowing control over the
time-varying nature of parameters, and frequencies can
be scaled to change pitch. Further controls specific to the
model, such as how hard a bell is struck, may be devised
by mapping a control parameter to relative strength of the
sinusoidal components.

4.2 Modal Synthesis
In modal synthesis, sound sources are represented as a

collection of resonant vibrating structures, each possessing
a number of vibrational modes with nominal frequencies
[43]. As noted by Bilbao [44], “modal synthesis may be
viewed as a direct physical interpretation of additive syn-
thesis.”

Modal synthesis involves calculating the frequencies
generated by the vibrating surface of the object and comput-
ing the acoustic radiation caused by each frequency band.
Any object that exhibits a few modes and is excited by
striking or plucking can be a candidate for modal model-
ing. To approximate an object’s vibration, a linear vibration
equation is used:

Mẍ + Dẋ + K x = f, (2)

where M, K, and D are mass, stiffness, and damping matri-
ces that depend on the object materials. f ∈ R

3n is an ex-
ternal force driving the vibration, and x ∈ R

3n describes the
finite element nodal displacement with n nodes. The damp-
ing matrix D is usually approximated using the Rayleigh
damping model, which represents the damping matrix as
a linear combination of mass matrix and stiffness matrix:
D = αM + βK, where the scalars α and β are user-specified
parameters.

Linear modal analysis then solves an eigenvalue prob-
lem KU = MUS to compute a modal shape matrix U and
an eigenvalue matrix S. U describes the vibration pattern
of each mode, and S is a diagonal matrix consisting of the
squares of the undamped natural frequencies. Eq. (2) can
be decoupled into a set of one-dimensional second-order
ordinary differential equations, representing the modal vi-
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bration of each mode. The ith such ordinary differential
equation is shown in Eq. (3),

q̈i + di q̇i + ω2
i qi = U T

i f, (3)

where Ui is the ith column of U, and di is the damping
parameter of the ith mode. The solution to Eq. (3) is a
damped sinusoid. This ith mode looks like:

qi = ai e
−di T sin(2π fi t + θi ), (4)

where fi is the frequency of the mode, di the damping co-
efficient, ai the excited amplitude, and θi the initial phase.
The sum of these modes then gives the generated audio.

Two sets of parameters are of particular importance
for achieving desired sound characteristics: vibration fre-
quency ωi, which determines sound pitch, and damping
coefficients di, which affect the timbre of materials. For
example, a small damping value results in the long ringing
sounds that metals often produce, whereas large damping
tends to produce more wood-like sounds. In many modal
procedural audio models, the user either sets the material,
which in turn sets all modal parameters, or controls ma-
terial parameters (such as density, Young’s modulus, or
the Coefficient of Restitution), which then maps to rele-
vant changes in specific modal parameters. The resonator-
interactor-resonator models described in [24, 45] may all
be considered modal synthesis approaches.

4.3 Modulation
Modulation refers to a family of sound synthesis tech-

niques in which some aspect of one signal (the carrier)
varies according to an aspect of a second signal (the modu-
lator) [46]. Some of the most common types of modulation
synthesis include amplitude modulation, frequency modu-
lation, and ring modulation [47]. In amplitude modulation,
the amplitude of a sound wave is modulated by a con-
trol signal, resulting in a periodic variation in loudness.
In frequency modulation, the frequency of a sound wave
is modulated by a control signal, resulting in the creation
of complex timbres and harmonics. Ring modulation is a
more advanced form of modulation synthesis, in which two
sound sources are multiplied and, hence, their frequency
components are added and subtracted, creating character-
istic timbres and inharmonic distortion.

The basic equation for frequency modulation (FM) syn-
thesis is given by in Eq. (5):

x(t) = Ac sin(ωct + φc + Am sin(ωmt + φm)). (5)

Here, Ac, ωc, and φc specify a carrier sound, and Am,
ωm, and φm specify a modulator sound. Examples of FM
synthesis in procedural audio are the alarm and siren sounds
from [10], which aim to replicate the frequency modulation
that created those sounds in real-world recordings.

4.4 Physical Modeling Synthesis
Physical modeling refers to a synthesis technique that

aims to accurately simulate, using detailed mathematical
approximations, the physical processes that give rise to
the sound in a real acoustic sound source [48]. The more

physics is incorporated into the system, the better the model
is considered to be. Physical models are based on funda-
mental physical properties of a system and its ways of
excitation for sound generation. They often involve solving
partial differential equations at each time step, as in finite-
difference time-domain methods [44], which are known to
often produce highly realistic results. However, many phys-
ical models are too computationally expensive for real-time
use and thus often fall outside the definition of procedural
audio. Examples of physical models that are sufficiently
lightweight for use in real-time generative audio are the
computational fluid dynamics models of [49] and [50].

4.5 Physically Informed Synthesis
Physically informed (also known as physically derived or

physically inspired) synthesis is a group of synthesis tech-
niques that draw inspiration from the physical properties of
sound phenomena and proceed to model them using less
strict approximations than those found in physical model-
ing techniques. The distinction from physical modeling is
that these methods do not fully model the physics behind
the sound generation. Instead, they use known high-level
physics to guide a signal-based model.

A simple example would be a ball bouncing. In a physi-
cal model, the timing of each bounce could be determined
based on propagating the ball through a space of coupled
regions and taking into account the material to determine
dissipation at each impact. In a physically derived model,
Newton’s equations of motion could give an accurate ap-
proximation of the timing of each bounce, and the material’s
coefficient of restitution would be sufficient to estimate the
dissipation at impact.

4.6 Subtractive Synthesis
Subtractive synthesis is a type of sound synthesis in

which a rich, harmonically complex sound is filtered and
shaped toward some desired goal. Subtractive synthesis typ-
ically includes other elements besides just filtering, such as
envelope generators to shape the amplitude of the sound
over time.

Subtractive synthesis can be considered the complement
of additive synthesis, in which simple components are com-
bined to reach a target. Whereas additive synthesis is effec-
tive for harmonic sounds, subtractive approaches are often
more effective for complex or stochastic sounds.

Subtractive synthesis was the main technique featured in
the early music synthesizers [51]. Subtractive synthesis is
also a popular approach for generating naturally occurring
sound textures such as rain, wind and fire, e.g., [10, 52],
because important characteristics of such rich signals can
be captured by a carefully filtered noise source.

4.7 Source-Filter Synthesis
This is largely a speech-related synthesis technique that

hypothesizes that an acoustic speech signal can be seen as
a source signal (the glottal source, or noise generated at a
constriction in the vocal tract), filtered with the resonances
in the cavities of the vocal tract downstream from the glottis
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or the constriction [53]. See [54] and references therein for
a good overview of source-filter synthesis.

In procedural audio, this synthesis method is effective
for synthesizing non-speech vocal sounds, such as a lion
roaring or cow mooing [55]. It has also found applications
beyond vocalization synthesis, with examples falling in the
“Contact” and “Machine” categories in the sound taxon-
omy. In non-vocal applications, the source is often a rich,
broadband signal, and the filter is a model of the processing
on that signal because of an interaction or propagation. In
much the same way as modal synthesis may be considered
a physically derived version of additive synthesis, source-
filter synthesis could be considered a physically derived
version of subtractive synthesis.

4.8 Waveguide Synthesis
Digital waveguide synthesis models are used to simulate

the behavior of wave propagation in physical systems such
as strings, tubes, and membranes [56]. They use a combi-
nation of delay lines, digital filters, and nonlinear elements
to mimic the behavior of the sound source and reflect the
geometry and physical properties of the desired instrument.
They are efficient for simulating nearly lossless distributed
wave media, in which losses and dispersion are consoli-
dated at sparse points along each waveguide.

The Karplus-Strong algorithm [57, 58] simulates a
plucked string and is one of the earliest and simplest exam-
ples of a waveguide. The basic model uses a delay line of
D samples, followed by a low-pass filter, and the feedback
of the output back into the delay line. A short noise burst
is provided as input to the delay line. Its spectrum then de-
cays to a sine wave at a rate proportional to the length of
the delay line. The length of the delay line determines the
fundamental frequency of the note that results,

f0 = fs/D, (6)

where fs is the sampling rate, and D is the length of the
delay line in samples.

If the parameters of the low-pass filter are known, the
decay rate of the note can also be determined. Suppose that
the filter is just a simple gain attenuation. After the initial
noise burst, the feedback loop is just doing

y[n] = ay[n − D], (7)

where y is the output, a is the attenuation in the feedback
loop, n is the sample number, and D is the sample delay
as before. For a note to decay by 60 dB from its original
value, one needs am = 10−60/20 = 0.001 for some number
of samples m. This occurs after time

t60 = D ln(0.001)

ln(a) fs
. (8)

Further derivation can be used to uncover more char-
acteristics of the generated signal, and extensions to the
model can allow for more accurate modeling of plucked
string characteristics, such as pickup position [59].

In [60], Karjalainen et al. put the relationship between the
Karplus-Strong algorithm and more general digital waveg-
uide models on a firm mathematical basis. This deep un-

derstanding is key to procedural audio implementations,
because it facilitates implementation of accurate physical
modeling of digital waveguides with simpler and often more
efficient extensions of the Karplus-Strong algorithm.

4.9 Other Types of Synthesis
This category includes procedural audio models that have

not been frequently used and cannot accurately fit into any
other category. Statistical models [61, 62], wavelet synthe-
sis examples [63], gestural synthesis examples [9, 64], iter-
ated nonlinear functions [65], and standalone models with
unconventional characteristics [10] are the main techniques
in this category. A practical example from the aforemen-
tioned techniques is the synthesis of continuous (e.g., rain)
or impulse-based (e.g., footsteps) stochastic sounds using
parameterized wavelet decomposition coefficients and in-
verse discrete wavelet transform.

Some of the references listed in this category have also
been listed in one or more other categories. This is because
a reference might define different techniques of producing
the same sound and only some of those cannot fit into any
other category in Table 1.

5 OVERVIEW OF PROCEDURAL AUDIO

Table 1 summarizes the state of the art by giving a de-
tailed overview of the types of sounds that have been pro-
cedurally generated and the techniques that were applied to
generate them.

The categories are arguable and were chosen partly to
give a balanced table. Nevertheless, one can see that phys-
ically informed approaches are very popular, possibly be-
cause this is applicable to a very wide variety of sounds
and often lends itself well to real-time, controllable imple-
mentations. One can also see that certain sounds have been
procedurally generated in a large number of papers. Such
sounds are either well-known natural sound textures, like
wind and fire; common components of sound effects, like
rolling; or very popular sound effects in creative content,
like footsteps.

One can also observe that certain synthesis types are
associated with certain types of sounds. Modal synthesis
is popular for generating impact sounds, which is under-
standable because impacts typically generate strong modal
components. Subtractive synthesis features heavily with
nature sounds, which are often very rich in spectral con-
tent. Aerodynamic sounds are often physically modeled,
although this could be largely because of the work of Sel-
fridge, who focused on physical modeling approaches for
real-time generation of such sounds [66].

It is intriguing that for popular individual sounds, and
for sound classes overall, one often finds that almost every
synthesis method has been applied. That is, the community
is open to attempting procedural audio using a wide variety
of methods for almost any type of sound. Finally, note
that there are very few approaches in the “Other” category,
suggesting that abstract methods such as those based on
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Table 1. A summary of the state of the art in the field of procedural audio. Numbers in each cell correspond to reviewed references in which a sound class is connected with a specific
synthesis technique. n = x unique occurrences in the bibliography are provided for both the broad and narrow taxonomies and for the synthesis techniques.

PROCEDURAL AUDIO FIELD SUMMARY

SYNTHESIS TYPE

TAXONOMY SOUND
Additive
(n = 16)

Modal
(n = 26)

Modulation
(n = 5)

Physical
Modelling
(n = 22)

Physically
Informed
(n = 24)

Source-
Filter
(n = 5)

Subtractive
(n = 23)

Waveguide
(n = 7)

Other
(n = 7)

AERODYNAMIC SOUNDS
(n = 13)

Aeolian Harp (n = 3) [66, 67, 68]

Aircraft (n=1) [69]
Airflow (n=1) [44]
Cavity Tone (n=2) [68, 70]
Edge Tone (n=2) [68, 71]
Lightsaber (n=1) [37]
Propeller (n=3) [66, 68, 72]
Rotating Air Fan (n=3) [10] [10] [10]
Swinging Objects (n=7) [18] [17, 66, 68,

73, 74]
[18]

BIOTIC SOUNDS (n=22) Applause (n=4) [110, 78] [110, 78] [126, 79]
Bird Call (n=6) [127] [10] [75, 128] [10] [10, 76,

77]
Drinking Lemonade with a
Straw (n=1)

[9]

Flocks/Hordes/Swarms
(n=2)

[32, 110] [110] [32]

Footsteps (n=9) [7, 110] [2] [7, 80] [7, 9, 10,
110, 81, 82]

[7, 80] [7, 10] [63]

Heartbeat (n=1) [111]
Insects (n=2) [10] [10] [112] [10]
Laughter (n=1) [126]
Mammalian Vocalisations
(n=5)

[10] [83] [10, 55] [10] [54] [61, 64]

Yelling (n=1) [126]

CONTACT SOUNDS (n=33) Bell (n=5) [41, 84, 85] [121] [111]
Bouncing (n=7) [125] [9, 125,

113]
[10, 86] [87] [9, 114] [125, 86]

Collision (n=15) [110, 130] [84, 85,
130, 88, 89,
90, 173, 91]

[49, 87, 91] [9, 114,
115]

[126]

Creaking Door (n=3) [92] [131] [10] [131]
Crumpling (n=3) [9] [81, 114] [9]
Friction (n=12) [125, 92] [84, 85,

125, 93, 94]
[86] [9, 26, 44,

116]
[29, 93] [26, 93]

Golf Putt (n=1) [129] [129]
Jackhammer (n=1) [31] [31]
Near-Rigid Thin Shell
Vibrations (n=2)

[95, 122]

Non-Rigid Bodies (n=2) [86] [86]
Pouring Liquid (n=1) [10] [10] [10]
Rolling (n=13) [123] [9, 28, 93,

94, 123, 62,
174, 96]

[97] [114, 116,
117]

[28, 93, 123,
62, 96]

[10] [9, 62]

Ruler Twang (n=2) [10, 90]
Shuffling Cards (n=1) [63]
Soda Bottle Fizz (n=1) [126]
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Table 1. (Continued)
PROCEDURAL AUDIO FIELD SUMMARY

SYNTHESIS TYPE

TAXONOMY SOUND
Additive
(n = 16)

Modal
(n = 26)

Modulation
(n = 5)

Physical
Modelling
(n = 22)

Physically
Informed
(n = 24)

Source-
Filter
(n = 5)

Subtractive
(n = 23)

Waveguide
(n = 7)

Other
(n = 7)

Sword Clang (n=2) [1] [1, 37]
MACHINE SOUNDS (n=14) Alarm (n=2) [10] [132]

Electric Motor (n=5) [10] [10] [10, 44, 98,
99]

[63]

Geiger Counter (n=1) [52]
Helicopter (n=1) [10] [10] [10]
Industrial Machinery (n=2) [133] [86] [86]
Pedestrian Beeping Tone
(n=1)

[10]

Phone Receiver and DTMF
Tones (n=1)

[10]

R2D2 (n=1) [10]
Siren (n=1) [10] [10] [10]
Switch Click (n=1) [10] [10] [10]
Telephone Ringing (n=1) [10] [10]
Ticking Clock (n=1) [10] [10] [10] [10]
Traffic Noise (n=2) [26] [26, 100] [26, 100] [100]
Transporter (n=2) [10] [10]
Vehicle Engine (n=10) [10, 100,

101]
[10] [26] [10, 26, 30,

44, 100,
175]

[123] [3, 10,
100]

[63]

Weapons (n=3) [10] [10] [102] [10] [124]

NATURE SOUNDS (n=17) Avalanche (n=1) [84]
Bubbles (n=3) [10] [10, 44,

118]
Electricity (n=2) [10] [10] [10, 111]
Explosion (n=4) [10, 130] [10, 130] [49] [10, 44]
Fire (n=13) [10, 118,

103]
[103, 104,
105, 106]

[80, 118] [49] [29, 118,
106, 119]

[10, 29,
51, 80,
118, 134]

Fluid Events (n=7) [130] [9, 130] [10, 80] [48] [107] [80] [9, 63]
Rain (n=9) [103] [103, 106] [108, 109] [9, 29, 106] [10, 29,

51]
[10] [63]

Room Tone (n=1) [111]
Storm (n=1) [65]
Thunder (n=2) [10] [10, 29] [29]
Turbulence (n=1) [65]
Volcanic Activity (n=1) [51]
Wave (n=4) [103] [103] [37, 51,

120]
Wind (n=12) [118, 103] [103, 106] [10] [73] [29, 111,

118, 106]
[1, 10, 27,
29, 37, 51,
118, 134]
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wavelets or iterative functions have yet to be picked up as
useful tools for the procedural audio community.

6 DESIGN METHODOLOGY

In designing a procedural audio model, the initial step
is to establish a design process that informs the synthesis
technique and the parameters to be used. Analysis of the
papers mentioned in Table 1 can also give further insight
into these design methodologies. The current work also at-
tempts to act as a go-to guide for researchers in the field
coming up with new projects. The authors have thus in-
cluded not only the design methodologies that the articles
in the authors’ list point to, but some methodologies that
have been suggested in the literature, but cannot be found
in practice, as future work may benefit from considering
them, in the following list:

• Physically Derived Equations: The main method of
inquiry into how a sound is produced is the con-
struction of a theoretical physical model, with equa-
tions coming from classical physics examples. All
examples of physical modeling use this strategy by
default, but instances of it have been found in 57 of
the articles looked at [2, 3, 9, 10, 18, 19, 24, 49, 50,
62, 66–74, 75, 76, 77, 78, 79, 80–82, 83, 55, 84, 85,
86, 87, 88–90, 91, 92, 93, 94, 27, 32, 95, 96, 97, 98,
99, 100, 101, 102, 103–106, 107–109].

• Physically Informed Design: In contrast with the pre-
vious methodology, Physically Informed Design is
inspired by physics equations but will make general-
izations, such as using filtered noise instead of mod-
eling complex phenomena that produce rich, noise-
like sounds. It provides simplifications that allow for
the use of techniques such as subtractive synthesis
and creates faster, computationally cheap models.
There were 18 articles that used this approach [9,
10, 45, 65, 110, 33, 111, 112, 113, 114, 115, 116,
117, 31, 118, 105, 119, 65, 120].

• Analytical Recordings: Many studies mention the
practice of recording and listening to samples of
sounds under analysis, eventually including informal
comparative analysis of model versus real sounds
and occasionally mentioning strategies such as using
low-speed playback [38] for a more-detailed break-
down of the constituent elements of a sound. There
were 19 mentions of this approach found [2, 10, 42,
50, 61, 63, 38, 76, 78, 79, 81, 82, 121, 87, 88, 95–123,
124].

• Spectral Analysis: Once a collection of recordings
has been obtained, a useful design tool is a spec-
trum/spectrogram/sonogram that breaks down the
frequency components of a given sound, also allow-
ing for a simple visual modal analysis. There were
13 instances of this occurring in the collection [1,
10, 24, 75, 81, 125–87, 89, 122, 103, 107].

• Waveform Analysis: Looking at waveform graphical
renditions of recordings will give information on
aspects such as the envelope of a sound. It may be a

poorer strategy than the previous one, and it accounts
for three instances of the works analyzed [24, 38,
103].

• Example-Based Feature Extraction: A larger collec-
tion of recordings is sometimes used to extract a set
of features that will inform the building of the model,
such as statistical moments analysis or any set of
features typically associated with machine learning
methods. Four instances of this happening have been
found [42, 78, 126, 127].

• Physical Deconstruction and Analysis: When one
has access to the physical object that produces the
sound of interest, breaking it down to its components
and analyzing each individually is a strategy akin
to modular synthesis, allowing for an isolation of
components, such as oscillator, filter and resonance
box. Mention of this approach has been found in five
articles [3, 98, 99, 100, 101].

• Operational Analysis: This is an alternative to the
previous approach that does not actually require
the physical break-down of an object, but rather a
conceptual/theoretical separation into parts that are
known. Examples of this are source-filter or formant
analysis, done in general terms. Unlike Physically
Derived Equations above, it does not require a full
physical/mathematical model to be built. It accounts
for four instances of the works under analysis [10,
128, 101, 102].

• Schematics: A non-intrusive way of looking at the
physical object features is the use of blueprints or
schematics, when available (whenever dealing with
the sonic virtualization of built objects that have
some physical or electronic document explaining
them in detail). Examples of this approach have been
found in [10] and [27].

• Impulses and Test Excitations: Mentioned as a pos-
sible methodology in [10], recording impulse re-
sponses of a physical object of interest is a variation
of some of the analytical tools above that can re-
veal more generic features of a sound. Although this
approach may be particularly useful if the system is
linear or close to linear, the authors have not actually
found it in practical examples in literature.

• Knowledge Engineering: Some projects used the
opinion of experts, either individually or in a poll, as
an accessory method to design more effective mod-
els. This can take the form of fabrication experts or
acoustical consultants. This methodology was found
to be used in [125] and [129].

• Subjective Evaluation: Although not typical of the
design phase, [93] used subjective evaluation to un-
derstand the parameters that best fit the perception
of rolling sounds, prior to building the final model.

• Heuristics: A large-umbrella methodology for some
strategies that do not fit the former, and usually pro-
vide refinements to a model that was built with one
of the previous approaches. Its inclusion here goes to
say that approaches are not static and deviations from
the model may create significant improvements. This
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is a strategy encountered in 23 articles [1, 7, 28, 52,
64, 65, 38, 127, 128, 110, 79, 80, 130, 131, 29, 129,
132, 99–100, 104, 134, 120].

• Literature: Although it is not a methodology per se,
it is worth mentioning that some of the articles un-
der review did not dedicate resources to designing
the model and just referenced a work in the the-
oretical acoustics literature in which a mathemat-
ical/physical model had already been constructed.
This is something that has been found in ten articles
[10, 33, 130, 90, 29, 132, 103, 30, 134, 120].

Fig. 4 shows how these design strategies relate to the type
of synthesis used, showing numerically and as a heatmap
the amount of cases in which both overlap. Very often works
will employ more than one design strategy and synthesis
type so there is a greater number of overall instances than
the number of papers analyzed. Fig. 5 shows how the de-
sign strategies relate to the broader taxonomy of the sounds
modeled in each article, showing the overall amount of over-
lap with size and color. Although there is no clear pattern
that emerges from these, one can still make some infer-
ences. The use of recorded examples is ubiquitous across
sound types and synthesis types, and the main factor behind
recording seems to be the availability of the source (do bear
in mind that “Spectral Analysis” also implies recording, and
“Analytical Recording” is considered to happen only when
analysis is subjective). Physically Derived Equations and
Physically Informed Design, as methodologies, are closely
tied to Physical Modeling and Physically Informed Synthe-
sis, because these are two cases in which design and process
are tightly coupled.

Physically Informed Synthesis will often start from phys-
ical equations, which explains why both methodologies are
so prevalent for this synthesis type. It is interesting to note
that a very high proportion of the modal algorithms (41 out
of 57) start from physical equations as well. Subtractive
synthesis depends heavily on heuristics and is also high on
the use of spectral analysis.

7 EVALUATION

In 1995, Jaffe [135] presented ten different methods for
evaluation of synthesis techniques. This framework was
used in [136] for an overall evaluation of early synthesis
approaches. Five of the evaluation criteria were based on
parameter control, three on computational aspects, and only
two related to sonic aspects of the synthesis method. No-
tably, Jaffe’s criteria did not include measures of perceptual
quality. The assumption was that the techniques were fo-
cused on generating interesting sounds, but not necessarily
realistic sounds or sounds matching a target.

Despite this early emphasis, evaluation in the field of
procedural audio has been severely limited [137]. In a re-
view of 94 published papers on sound texture synthesis
[12], only seven contained any perceptual evaluation of the
synthesis method. However, this was published in 2011, so
an up-to-date analysis is needed.

One of the key aims of procedural audio is to produce
a realistic sound, with the added ability to control or in-
teract with the sound [15, 19]. Here, the authors review
evaluation approaches for these two main relevant aspects:
the perceptual quality, using both objective and subjective
approaches, and the controllability of the models. Evalua-
tion approaches that have been applied generally to sound
synthesis are considered, as long as they could be applied
specifically to procedural audio. The evaluation that has
been undertaken in procedural audio models is then classi-
fied, and trends toward more and specific types of evalua-
tion are identified.

7.1 Objective Evaluation
There are a range of methods for objective evaluation of

synthesized sound effects. However, objective evaluation is
often not performed, and there is little to no consistency
on which metrics to use. Horner and Wun [138] objectively
compared different wavetable synthesis methods using Rel-
ative Spectral Error, with no comparison to samples. In
contrast, [98] compared a synthesis method to reference
samples, through visual inspection of spectrograms, and
comparison of low-level audio features, but no comparison
against other synthesis methods was undertaken.

In [139], synthesis parameter selection was evaluated us-
ing a range of low-level audio features, such as Fundamen-
tal Frequency, Spectral Shape, Envelope Characteristics,
and Overall Duration. They also used the discrete cosine
transform of the Mel-Frequency Cepstral Coefficients as
a measure of how similar the synthesized sound was to a
recorded sample.

Evaluation of perceptual similarity of a piano note syn-
thesis method and recorded samples was attempted in [140].
The authors used Perceptual Evaluation of Audio Quality
(PEAQ), an algorithm designed for determining the quality
of audio compression codecs, to analyze the sound on a
sample-by-sample basis to determine any perceptual arti-
facts. However, the notes will never be exactly the same if
played with slightly different attack or at a different sample
time, thus resulting in a perceptual difference in which none
exists.

Moffat et al. [36] used feature vectors to compare the
sonic similarity of different sound effects. Hamadicharef
and Ifeachor [141] attempted to evaluate the perceptual sim-
ilarity of a piano note synthesis method with a sample using
the PEAQ algorithm. PEAQ was designed for determining
the quality of audio compression codecs and analyzes the
sound on a sample-by-sample basis to determine any per-
ceptual artifacts. This work was further developed by use
PEAQ to select parameters for a piano synthesizer to repli-
cate an input audio signal [140]. But the notes will never
be exactly the same if played with slightly different attack
or at a different sample time, thus resulting in a percep-
tual difference that should not be attributed to the synthesis
model.

[73] and [66] built procedural models of aerodynamic
sounds in which estimated and measured physical proper-
ties were compared. The output time domain and spectro-
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Fig. 4. Relationship between the design strategies used to build the model (y axis) and the synthesis type used (x axis) for the articles
in Table 1. Several articles will make use of more than one methodology and synthesis type; therefore, this heatmap does not have a
one-to-one relationship with the articles (i.e., there are many more items here than the total number of articles analyzed).

Fig. 5. Relationship between the design strategies used to build the model (x axis) and the sound type characterization (y axis) for the
articles in Table 1.
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gram signals were compared visually, including locations
of fundamental and harmonics.

7.2 Subjective Evaluation of Sonic Qualities
One of the most important aspects of evaluating a syn-

thesis method is evaluating the perceived quality of the
resultant sound. Does the generated audio actually sound
as intended? If the desired sound cannot be created to a high
perceptual accuracy, then no quantity of sound interaction
will make a synthesis model effective.

However, there is no consistently used standard process
for evaluating the perceptual realism of sound synthesis. In-
direct measurements of the realism or believability of pro-
cedurally generated sounds have been reported in numerous
studies. Rocchesso et al. [24] reported the effectiveness of
procedurally generated sounds as auditory cues to identify
aspects of pouring water. The effect of procedural audio ap-
proaches on human perception of timbres was assessed in
[142, 143]. Performance of procedural audio in sound clas-
sification and sound identification tasks was considered in
[144, 36, 145] and [146, 147], respectively.

Bonebright et al. [148] discussed three different methods
for determining perceptual qualities of audio: identification
testing, context-based rating, or attribute rating. They noted
that context rating was most appropriate for synthesis of
games audio, whereas [142] argued that attribute rating
was most appropriate for synthesis of abstract sounds.

McDermott and Simoncelli [146] ran a series of percep-
tual tests, in which users were asked to perform an iden-
tification task in which they needed to pick the right de-
scription of the sound from a set of five words. They then
performed a pairwise comparison, for which an original
sound was played and users had to select which of two
options sounded most like the reference, and both options
were different synthesized sounds. Participants were then
asked to rate the realism on a scale of 1–7 for a range of dif-
ferent synthesized and recorded sounds. No formal anchors
were identified as the lower bounds for the sound quality.

Gabrielli et al. [144] proposed a form of evaluation they
called an RS Test, during which participants were played
many sound samples only once and each time had to deter-
mine whether it was real or synthetic. Hahn also evaluated
musical instrument sounds using the RS test [149]. To eval-
uate instrument synthesis, Scavone et al. [150] created a
program for presenting sound effects on a two-dimensional
plane using multi-dimensional scaling, and Lakatos et al.
[151] asked participants whether they could identify the ma-
terial dimensions of an impact sound in a two-alternative
forced choice experiment. Participants were played samples
and had to write free text responses in work by [152].

A different two-dimensional approach was taken in
[153]. Here, participants were asked to rate each stimu-
lus in terms of naturalness and concreteness, for which
“An audiovisual is natural if the sound-image ensemble is
a credible human action ... [and] ... concrete if it is capa-
ble of evoking a physical cause.” These two dimensions
were then used to compare vocal sketches (using voice to
portray and imitate nonspeech sounds), concatenative syn-

thesis, and physical models. However, this paradigm was
specific to the problem of vocal sketching. It would need
adaptation if used in other contexts, such as evaluation of
procedural audio models in animation.

Modern subjective evaluation of procedural audio of-
ten takes the form of a multistimulus test, similar to the
MUltiple Stimulus Hidden Reference and Anchor (ITU-
R BS.1534-3) standard, in which multiple stimuli can be
compared against each other.

An evaluation of concatenative synthesis methods was
performed via an online test in which participants rated the
quality of samples and similarity to the reference sample
[154]. There was no randomization of sample order, so po-
tential ordering bias may be an issue, and no recording of
the participants’ listening conditions was made. They con-
cluded that all concatenative synthesis methods are indistin-
guishable from each other, in terms of realism and perceived
quality. A similar evaluation methodology was undertaken
by Mengual et al. [124], in which different synthetic weapon
sounds were evaluated with order randomization to remove
bias and performed in controlled listening conditions. The
conclusion was that modal sounds were synthesized con-
vincingly, but broadband sounds needed further work to
improve.

An attribute test was performed in [123], in which par-
ticipants were asked to rate the quality of “rollingness” of
various synthesized rolling sounds but no alternative syn-
thesis methods, samples, or hidden anchors were provided
for comparison. In [9], participants were asked to browse
through a range of synthesized sounds to find their pre-
ferred sound and then asked to rate perceived realism on
a seven-point Likert scale. Perceived realism was also the
evaluation criterion in [19] and [146].

Comparison of synthesis methods, recorded samples, and
a specific anchor was undertaken for a range of procedural
audio models for aeroacoustic sounds in a series of papers
by Selfridge et al. [72, 74, 18, 67, 66]. Comparison of
synthesis methods was also used in [155] and in [79] but
without the anchor. In [137], it was applied on a large scale
to compare synthesis methods against each other for a wide
range of sounds. It was further used in [156] to show that
no procedural model for thunder performed at all close to a
real recording, and this led to an improved thunder model
with better performance [157].

7.3 Evaluation of Control and Interaction
Evaluating the control and interaction of a procedural

audio model is a vital aspect of understanding how it can
and would be used. However, in most cases, the physical
interaction that creates the sound will not be suitable for
directly driving the individual synthesis parameters, and
as such, some mapping layer for parameters and physical
properties of a game will often be required [131, 158]. Hoff-
man and Cook [145] discussed the generalized process of
synthesis parameter mapping to perceptual controls through
feature vector mapping, and other methods for performing
the mapping were given in [143].
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User experience tests, in which participants interact with
a procedural model through some mapping layer, can be
performed to evaluate a series of criteria. Based on research
presented in [131, 158, 15], key questions concerning con-
trol systems for procedural audio are

• Range: Do the controls allow the user to generate a
broad range of sounds, without being too many or
overly complex?

• Intuitive: How intuitive and interpretable are the con-
trols, can a user easily find the exact sound they
want?

• Perceptible: How much can someone perceive the
impact each control makes, at all times, so as to
understand what each control does?

• Consistency: Do controls allow for consistent repro-
duction of sound?

• Reactiveness: Do controls immediately change the
sound output, or is there a delay on control parame-
ters, that may impact the ease of usability? Latency
up to about 20 ms is often acceptable, so long as the
latency is consistent [159].

As part of the Sounding Object project, a large body of
work was undertaken focusing on interactions with proce-
dural audio models [24]. Giordano et al. [160] provided a
long list of design questions for sounding objects that also
suggest ways in which they should be evaluated. Evaluation
of the perceived quality of an interaction with a procedural
audio model was performed by Böttcher and Serafin [19]
and further developed in [161]. In many cases, the con-
trol evaluation has to be designed bespoke to the synthesis
methods and parametric controls, e.g., [161, 2]. The effec-
tiveness of, or preference for, procedural models when used
in a task was evaluated in [24, 74, 162], thus fusing evalu-
ation of realism and control into an overall assessment of
user experience.

7.4 Trends in Evaluation
The 99 papers that contained procedural audio models

mentioned in Table 1 can be classified as shown in Table 2.

Table 2. State of the art in procedural audio evaluation. The
references from Table 1 are classified by evaluation type. The

last row gives papers from either subjective evaluation category
(comparative or noncomparative) that also contain objective

evaluation. The last column gives the average publication year
of all papers in a category.

Evaluation Type
Number of

Papers
Average Year

Published

None 45 2010.24
Proto-Evaluation 15 2009.53
Objective Only 10 2010.00
Subjective, Noncomparative 11 2014.64
Subjective, Comparative 18 2015.67
Total 99 2011.59
Objective and Subjective 8 2015.75

This shows a marked improvement over the less than
10% of sound texture synthesis papers containing subjec-
tive evaluation in [12]. However, there are still significant
issues. Forty-five of these papers contained no evaluation,
and 15 contained only proto-evaluation such as just mea-
surement of computational cost or mentioned evaluation but
did not report results. Thus, just over 60% of papers did not
report any evaluation giving insight into the effectiveness
or characteristics of the model.

Eleven papers reported only noncomparative subjective
evaluation (e.g., rating sound quality of just the proposed
model or trying to identify whether stimuli are from a real
recording or from just that model), as opposed to compara-
tive subjective evaluation, in which their procedural audio
approach was compared against other methods to generate
the same type of sound. Thus over a third of papers with
subjective evaluation did not provide a means by which the
evaluation could be put in context. For example, “seven out
of ten participants agreed that this sounded realistic” only
becomes meaningful once one knows that other methods
are considered far less or far more realistic.

Looking at the average publication dates of each cate-
gory, one can also see an upward trend. Papers without sub-
jective evaluation had an average publication date around
2010, whereas those with reported subjective evaluation re-
sults had an average publication date around 2015. This
trend toward more evaluation suggests that it may become
easier to identify which procedural audio methods are ef-
fective for which sounds.

8 EMERGING FIELDS IN PROCEDURAL AUDIO

An area of procedural audio that has seen significant
advancements in recent years is the use of machine learn-
ing and artificial intelligence. Machine learning algorithms
can be used to analyze existing audio assets, allowing the
creation of new, similar content based on the existing data
[163, 155]. Alternatively, machine learning algorithms can
be used to control parameters of sound synthesis models
for the automatic real-time creation of different types of
sounds [164]. Both approaches can be useful in creating
variations of sound effects and music, adding richness and
reducing repetition in the audio experience.

Neural audio synthesis (NAS) is an emerging subfield of
machine learning in which multilayer neural networks are
used to generate sounds [21]. They have the advantage that
they generally result in sounds of exceptionally high quality
[165], as compared to other generative audio approaches.

In [166], convolutional neural networks were used to cre-
ate sound textures such as rain, wind, and crowds. However,
generative adversarial networks have been shown to achieve
very high performance with speech synthesis. Thus, they
were employed by [167] for bird sounds, [163] for knocking
sounds, and [155] for footsteps.

However, in their current state, NAS approaches would
not be considered procedural audio because the control
is very limited. For instance, [155] presented a method
to generate a single footstep, for different surfaces. The
perceived realism was on par with high-quality recordings.
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But the NAS approach did not generate continual footsteps,
i.e., walking and running. Nor did it provide control for the
firmness of the steps or any other aspect that might be a real-
time input from a user, game, or simulation environment.

Real-time control may be possible, especially with large
and diverse training data. In particular, Large Language
Models may be used to provide meaningful semantic con-
trols for neural audio synthesis. However, such approaches
are only just beginning to be undertaken. A Max/MSP inter-
face [168] allows RAVE [169] and other NAS systems to be
integrated into a Max patch. But existing controls are only
for running and configuring the model, such as connect-
ing encoder and decoder methods. And although model
behavior could be modified using Max MSP objects, the
only examples of this are for abstract controls, such as a
temperature slider for controlling the randomness of pre-
dictions. Devis et al. [170] tackles the issue of deep genera-
tive audio with expressive and continuous descriptor-based
control. However, no examples are given for non-speech,
non-music signals, and the controls for signal generation
are all abstract and not specific to the type of sound being
generated, e.g., spectral centroid, RMS, and boominess.

In [21], the authors posed the question of whether phys-
ical modeling or machine learning (and NAS specifically)
approaches should be used to synthesize musical instrument
sounds. However, the two approaches are not mutually ex-
clusive. Training data in a neural audio synthesis technique
can use a combination of real recordings and outputs from
physical models. And unspecified parameters of a physical
model can be determined by optimizing parameters based
on analysis of recordings.

Such an approach has been implemented in, for instance,
[171], in which an FM synthesizer was made differentiable
and embedded in a neural network architecture, so that it
could be trained to synthesize musical instrument sounds.
Masuda and Saito [172] looked in detail at the idea of NAS
being applied to optimize a procedural audio model. In
their case, the model was a generic music synthesizer with
effect modules and envelope generators, but it could just as
easily have been almost any of the models from Table 1.
Not only could this be used to optimize parameter settings
to match recordings, but investigation of the loss function
could provide insight into the quality and usefulness of
different procedural audio models.

9 CONCLUSION

The state of the art in procedural audio has shown re-
markable progress over the past few decades. Procedural
audio techniques have evolved from simple synthesis algo-
rithms to complex systems that use advanced computational
methods to create highly interactive, diverse, and realistic
soundscapes. The use of procedural audio has significantly
impacted various fields, including video games, virtual re-
ality, music, film, and multimedia. By generating sound
procedurally, developers and designers can create immer-
sive and dynamic experiences that respond to user input
and environmental changes in real time.

There have been impressive advances in procedural au-
dio technology, but there are still significant challenges and
limitations to be addressed. For example, creating high-
quality procedural audio that accurately mimics the com-
plexity and nuances of real-world sounds can be a difficult
task. Additionally, designing procedural audio systems that
can be easily integrated into existing software and hardware
platforms remains a challenge.

Despite the large body of work on evaluation of sound
synthesis, including procedural audio, many of the meth-
ods listed in Table 1 have not been evaluated in terms of
realism or related attributes. When evaluation has been per-
formed, it is often not subjective, and it is even rarer for
it to be comparative, in which the proposed technique is
compared against alternatives. Nor have standard method-
ologies been established. Without understanding of current
synthesis techniques, their benefits, and their weaknesses,
it is not possible to understand where the current deficits
exist. This failing of the sound synthesis community to ad-
dress evaluation is a clear contributing factor to the lack
of understanding of the current state of the art in sound
synthesis.

As is evident from the literature, it is never expected
that a single synthesis method is effectively able to pro-
duce all possible sounds. In every case, there may be a
range of synthesis approaches that are appropriate. How-
ever, this simply highlights the importance of evaluation.
Identification of suitable use cases and occasions in which
a particular sound synthesis method is applicable is vital for
the adoption of procedural audio. As the demand for more
immersive and interactive experiences continues to grow,
procedural audio is sure to play an increasingly important
role in shaping the future of digital media.
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“Auralization—An Overview,” J. Audio Eng. Soc., vol. 41,
no. 11, pp. 861–875 (1993 Nov.). https://www.mattmontag.
com/auralization/media/Auralization%20-
%20An%20Overview.pdf.

[18] R. Selfridge, D. Moffat, and J. D. Reiss, “Sound
Synthesis of Objects Swinging Through Air Using Physical
Models,” Appl. Sci., vol. 7, no. 11, paper 1177 (2017 Nov.).
https://doi.org/10.3390/app7111177.
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[170] N. Devis, N. Demerlé, S. Nabi, D. Genova, and
P. Esling, “Continuous Descriptor-Based Control for Deep
Audio Synthesis,” in Proceedings of the IEEE International
Conference on Acoustics, Speech and Signal Processing
(ICASSP), pp. 1–5 (Rhodes Island, Greece) (2023 Jun.).
https://doi.org/10.1109/ICASSP49357.2023.10096670.

[171] F. Caspe, A. McPherson, and M. Sandler, “DDX7:
Differentiable FM Synthesis of Musical Instrument
Sounds,” arXiv preprint arXiv:2208.06169 (2022 Dec.).
https://archives.ismir.net/ismir2022/paper/000073.pdf.

[172] N. Masuda and D. Saito, “Improving Semi-
Supervised Differentiable Synthesizer Sound Matching
for Practical Applications,” IEEE/ACM Trans. Audio
Speech Lang. Process., vol. 31, pp. 863–875 (2023 Jan.).
https://doi.org/10.1109/TASLP.2023.3237161.

J. Audio Eng. Soc., Vol. 71, No. 12, 2023 December 847

https://citeseerx.ist.psu.edu/viewdoc/download;jsessionid�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ 558251D20883F4741DF41D513E0FFB8A?doi�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ 10.1.1.15.1400elax &rep�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ rep1elax &type�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ pdf
https://citeseerx.ist.psu.edu/viewdoc/download;jsessionid�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ 558251D20883F4741DF41D513E0FFB8A?doi�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ 10.1.1.15.1400elax &rep�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ rep1elax &type�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ pdf
https://citeseerx.ist.psu.edu/viewdoc/download;jsessionid�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ 558251D20883F4741DF41D513E0FFB8A?doi�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ 10.1.1.15.1400elax &rep�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ rep1elax &type�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ pdf
https://doi.org/10.3758/BF03214206
https://doi.org/10.1145/1753326.1753620
https://doi.org/10.1016/j.ijhcs.2018.05.007
https://hal.science/hal-01427393/document
https://arxiv.org/pdf/2204.08026.pdf
https://doi.org/10.1109/SIVE.2014.7006286
https://www.nime.org/proceedings/2016/nime2016_paper0005.pdf
https://www.nime.org/proceedings/2016/nime2016_paper0005.pdf
https://doi.org/10.7551/mitpress/8555.003.0007
https://doi.org/10.1155/2013/371374
https://doi.org/10.1145/2422105.2422106
https://www.diva-portal.org/smash/record.jsf?pid=diva2�egingroup count@ "0025elax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ 3A1446839elax &dswid�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ -5295
https://www.diva-portal.org/smash/record.jsf?pid=diva2�egingroup count@ "0025elax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ 3A1446839elax &dswid�egingroup count@ "003Delax elax uccode `~count@ uppercase {gdef {${sim }{}$}}endgroup setbox 0hbox {}dimen z@ ht z@ -5295
https://doi.org/10.3390/app10010302
https://doi.org/10.48550/arXiv.2209.00130
https://doi.org/10.1109/ICASSP40776.2020.9053376
https://openreview.net/pdf?id=ByMVTsR5KQ
https://doi.org/10.48550/arXiv.2204.07064
https://doi.org/10.48550/arXiv.2111.05011
https://doi.org/10.1109/ICASSP49357.2023.10096670
https://archives.ismir.net/ismir2022/paper/000073.pdf
https://doi.org/10.1109/TASLP.2023.3237161


MENEXOPOULOS ET AL. REVIEW PAPERS

[173] C. Verron, M. Aramaki, A. Gonot, et al., “Event-
Driven Interactive Solid Sound Synthesis,” in Proceedings
of the 10th International Symposium on Computer Music
Multidisciplinary Research (Marseille, France) (2013 Oct.).
https://www.noisemakers.fr/charlesverron.com/content/
papers/2013-interactiveSolids_cmmr.pdf.

[174] D. Menzies, “Phya and Vfoley, Physically
Motivated Audio for Virtual Environments,” in Pro-

ceedings of the 35th AES International Confer-
ence: Audio for Games (2009 Feb.), paper 17.
https://eprints.soton.ac.uk/371717/1/10.1.1.149.9848.pdf.

[175] K. Cascone, D. T. Petkevich, G. P. Scan-
dalis, et al., “Apparatus and Methods for Synthe-
sis of Internal Combustion Engine Vehicle Sounds,”
US Patent 6,959,094 (2005 Oct.). https://patents.google.
com/patent/US6959094B1/en.

THE AUTHORS

Dimitris Menexopoulos Pedro D. Pestana Joshua D. Reiss

Dimitris Menexopoulos is a versatile composer, sound de-
signer, audio technologist and multi-instrumentalist from
Thessaloniki, Greece. He has two solo albums under his
name (Perpetuum Mobile, 2017; Phenomena, 2014), two
EPs (Modern Catwalk Music, 2022; 40 EP, 2020), two
published soundtracks (Iolas Wonderland, 2021; The Vil-
lage, 2019), and various performances internationally. As
a designer, he has presented work at sites including the
Barbican Centre (Nesta FutureFest, 2019, with Akvile Ter-
minaite), the Somerset House (24 Hours in Uchronia With
Helga Schmid, 2020) and Christie’s London (Christie’s
Lates, 2023, with Scarlett Yang). His original music cre-
ation devices have been demonstrated at venues in the
United Kingdom (Iklectik, 2020), France (IRCAM, 2019
and 2020), and the United States (Mass MoCA, 2019).
He is currently conducting Ph.D. research on the topic of
exploiting game graphics rendering for sound generation
at Queen Mary University of London.

•
Pedro Duarte Pestana is currently an Assistant Professor

at the Science and Technology Department of the Open
University (UAb), after one decade with the Science and
Arts department at the Catholic University of Portugal
(UCP), where he coordinated the Sound and Image un-
dergraduate degree. He is a researcher at the Center of
Science and Technology of the Arts (CITAR) at UCP, of
which he was the Director between 2016 and 2018. He also

consults as Lead Audio Research at Mixgenius, a company
that specializes in intelligent audio production software.
He has investigated topics pertaining to perception and
cognition in audio, machine learning systems, acoustics,
interactive sound design, and digital audio effects. He has
been an active member of the Audio Engineering Society
for over a decade and won the best paper award at the 134th
AES Convention in Rome. He has 17 published papers in
journals and conferences with an h-index of 8 and over 250
total citations. He actively collaborates in artistic projects
of international visibility and holds one patent.

•
Joshua Reiss is Professor of Audio Engineering with

the Centre for Digital Music at Queen Mary University of
London. He has published more than 200 scientific papers
(including over 50 in premier journals and seven best pa-
per awards) and co-authored three books. His research has
been featured in dozens of original articles and interviews
on TV, on the radio, and in the press. He is a Fellow and
Past President of the Audio Engineering Society and chair
of their Publications Policy Committee. He co-founded the
highly successful spin-out company, LandR, and recently
co-founded Waveshaper AI, RoEx, and Nemisindo, also
based on his team’s research. He maintains a popular blog,
YouTube channel, and Twitter feed for scientific education
and dissemination of research activities.

848 J. Audio Eng. Soc., Vol. 71, No. 12, 2023 December

https://www.noisemakers.fr/charlesverron.com/content/papers/2013-interactiveSolids_cmmr.pdf
https://www.noisemakers.fr/charlesverron.com/content/papers/2013-interactiveSolids_cmmr.pdf
https://eprints.soton.ac.uk/371717/1/10.1.1.149.9848.pdf
https://patents.google.com/patent/US6959094B1/en
https://patents.google.com/patent/US6959094B1/en

